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ABSTRACT
Biometric-based authentication is gaining increasing attention for
wearables and mobile applications. Meanwhile, the growing adop-
tion of sensors in wearables also provides opportunities to capture
novel wearable biometrics. In this work, we propose EarDynamic,
an ear canal deformation based user authentication using ear wear-
ables (earables). EarDynamic provides continuous and passive user
authentication and is transparent to users. It leverages ear canal
deformation that combines the unique static geometry and dynamic
motions of the ear canal when the user is speaking for authenti-
cation. It utilizes an acoustic sensing approach to capture the ear
canal deformation with the built-in microphone and speaker of the
earables. Specifically, it first emits well-designed inaudible beep
signals and records the reflected signals from the ear canal. It then
analyzes the reflected signals and extracts fine-grained acoustic
features that correspond to the ear canal deformation for user au-
thentication. Our experimental evaluation shows that EarDynamic
can achieve a recall of 97.38% and an F1 score of 96.84%.

CCS CONCEPTS
• Security andprivacy→Biometrics; •Human-centered com-
puting → Ubiquitous and mobile computing systems and
tools.
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1 INTRODUCTION
Recently, the new-generation mobile devices and ear wearables
(earables) have integrated various sensors (e.g., microphones, vi-
bration and motion sensors) to provide better user experience and
to support a wide range of emerging applications [1, 7]. For ex-
ample, the Apple AirPods Pro equips multiple outward-facing and
inward-facing microphones to improve the ability of the active
noise cancellatio [2]. These embedded sensors in the earables can
both support various mobile applications and provide opportunities
to sense and capture new types of biometrics. For example, it is
possible to utilize the embedded sensors in the ear wearable to cap-
ture a user’s ear canal structure, which is unique to each individual
for user authentication. Moreover, many emerging applications
that enabled by the earables, such as the voice assistant for smart
home and IoT devices, require secure user authentication to pro-
tect sensitive and private information. Traditional voice-based user
authentication is convenient but has been proven vulnerable to the
voice spoofing attack [8, 9]. Reusing ear wearable to capture the
ear canal structure for user authentication thus provides a novel
and promising approach to enhance system security.

Comparing to traditional biometrics, the ear canal based au-
thentication has several advantages. First, it relies on the unique
geometry of the ear canal, which is hidden within the human skull.
It is thus more resilient to the spoofing attack than the traditional
biometrics, such as fingerprint, voice, or face. In addition, the ear
canal based authentication is transparent to the users as it doesn’t
require any user cooperation. Traditional biometrics, however, re-
quire explicit user operation, such as pressing the fingertip on the
fingerprint reader or posing the face to the camera [5]. The unique
advantages of the ear canal based authentication could also poten-
tially benefit many emerging applications, such as Virtual Reality
(VR) and Audio Augmented Reality (AAR).

In this paper, we introduce EarDynamic, a continuous user au-
thentication system that leverages the ear canal deformation sensed
by the earables. Specifically, the ear canal deformation reflects the
ear canal dynamic motion caused by jaw joint or articulation activ-
ities, for example, when the user is speaking. Thus, the ear canal
deformation not only contains the static geometry of ear canal
that represents the physiological characteristic of the user but also
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Figure 1: The core idea of the system

includes the geometry changes that characterizes the behavioral
properties of the user while speaking. Recent prior work shows that
the static geometry of the ear canal is unique for every individual [3].
We find that the ear canal deformation due to articulation activities
includes more dynamic information and could provide better and
more secure user authentication while the user is speaking.

Althoughwe cannot directlymeasure the canal dynamicmotions,
we can infer such motions based on the articulatory movements.
However, measuring the articulatory movements requires special-
ized sensors attached to the articulators, which are impractical. We
solve such a challenge by looking at the phonemes in the user’s
speech. Specifically, each phoneme pronunciation corresponds to
unique and consistent articulatory movements. The canal dynamic
motions thus could be identified by recognizing each phoneme and
the corresponding articulatory movements. Consequently, the ear
canal dynamic motions for the phonemes that are invoked by simi-
lar jaw and tongue movements will share high similarity and could
be categorized into the same group. Such a categorization can also
reduce the calculation complexity and shorten the authentication
time.

To perform user authentication, our system extracts fine-grained
acoustic features that correspond to the ear canal deformation and
compares these features against the user enrolled profile. To evalu-
ate EarDynamic, we conduct experiments with 24 participants in
various noisy environments. The results show EarDynamic achieves
high accuracy and maintain comparable performance in different
noisy environments and under various daily activities.

2 SYSTEM DESIGN
ApproachOverview.The key idea underlying our user authentica-
tion system is to leverage the advanced acoustic sensing capabilities
of the ear wearable device to sense the dynamic deformation of
the user’s ear canal. As illustrated in Fig. 1, when the user is wear-
ing EarDynamic, the earbud will emit an inaudible chirp signal to
probe the ear canal. Then the signal reflected from the ear canal will
be captured by the inward-facing microphone that can be further
utilized to extract the dynamic deformation of the ear canal.

Our system has the ability to work under both static and dynamic
scenarios of the ear canal. When there is no head movements or
articulatory motions detected, the user is under a static scenario,
where the ear canal geometry remains the same throughout the
authentication process. Thus, the captured signal reflections repre-
sent the physiological characteristics of the user’s ear canal. Then

Figure 2: System flow of the system.

the extracted features that correspond to static geometry of the ear
canal are utilized to compare against the user enrolled profiles to
determine if it is the legit user.

Different from the static scenario, dynamic deformation repre-
sents the combination of both the physiological and behavioral
characteristics of the ear canal. To better leverage the ear canal
deformation, we categorize various deformation motions into dif-
ferent groups based on phoneme pronunciation, such that each
group shares similar jaw and tongue movements. Such an approach
has the benefit of improving system usability by simplifying the
profile enrollment process. For both static and dynamic scenarios,
we leverage the channel response to measure the ear canal dynamic
deformation and its geometry information. Specifically, the chan-
nel response of the ear canal is the ratio of the reflected signal to
the incident probe signals. The channel response depicts how the
ear canal deformation (i.e., wireless channel). To further enhance
our system and make authentication more accurate, we consider
each phoneme as one classifier and boost them into one stronger
classifier. An adaptive boosting classifier is trained by iteratively
adding the primary classifier of each phoneme. The acoustic fea-
tures of both the static and dynamic of the ear canal are fed into
the boosting classifier for authentication.

System Flow. Our system consists of four major components:
ear wearable sampling, ear canal, and motion sensing, dynamic
feature extraction, and user authentication, shown in Fig. 2. The au-
thentication process could be triggered on-demand or continuously
depending on the applications. Once triggered, our system will first
send the probe signals and record the signal reflections. Meanwhile,
the audible signal that contains phoneme information of the user’s
speech will also be recorded. For feature extraction, we need to
process the captured signals that consist of the reflected inaudible
signals and the audible signals. Our system then segments the sep-
arated audible signals into a sequence of phonemes and maps them
to the corresponding inaudible components for capturing the ear
canal deformation. Lastly, our system will authenticate the user
based on the extracted information from previous steps. We utilize a
sequence of phoneme-based classifiers that can be combined as one
stronger classifier to improve classification accuracy. If a positive
decision is given, then the user is considered as legit, otherwise
unauthorized.

Ear Canal Deformation Categorization. To better leverage
the ear canal deformation and improve the usability of our system,
we categorize various dynamic motions into different groups based
on the phoneme pronunciations. The underlying principle of ear
canal deformation categorization is that similar articulatory ges-
tures, i.e., jaw and tongue motions, will have a similar impact on the
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Table 1: Deformation Categories Based on Phoneme

Deformation (Articulator) Category Phonemes
Tongue Forward, Jaw Open Slightly [i:] [I] [I@] [eI] [@] [e@] [3:]
Tongue Lower, Jaw Open Widely [æ] [ai] [6] [A] [O:] [au]
Tongue Back, Jaw Open Slightly [U] [u:] [U@]
Tongue Back, Jaw Open Moderately [oU] [OI] [e] [2]
Tongue Raised, Jaw Open Widely [tS] [tr] [ts] [dZ] [dr] [dz]
Tongue Raised, Jaw Open Slightly [f] [s] [S] [h] [v] [z] [Z] [r]
Tongue Fricative, Jaw Open Slightly [T] [D] [l]

geometry of the ear canal. In particular, each phoneme is produced
by a sequence of coordinated movements of several articulators. In
this work, we mainly focus on two articulators (i.e., jaw and tongue)
that contribute the most to the ear canal deformation. For example,
the phoneme sound of [O:] and [A] both have a lower and backward
position with an open jaw. Thus, these two phonemes result in a
similar impact on the ear canal deformation and are categorized
into the same group. We also eliminate several phonemes due to
the fact that they have minimal usage of articulators, which leads to
almost no impact on the ear canal deformation. For instance, when
the user pronounced the phoneme [p], no ear canal deformation
was detected. The categorization results of commonly used vowels
and consonants are summarized in Table 1.

As each phoneme contains unique formats (e.g., frequencies), we
thus could segment and identify each phoneme by analyzing the
spectrogram of the audible signal. In particular, we first leverage the
automatic speech recognition protocol to identify each word in the
sample speech [10]. Then, we utilize MAUS as the primary way of
phoneme segmentation and labeling [4]. It is done by transferring
the samples into expected pronunciation and searching for the
highest probability in a Hidden Markov Model [10]. The segmented
and labeled phonemes will be categorized according to Table 1 for
further analysis.

3 PERFORMANCE EVALUATION
Experimental Setup. The authentication process could be hap-
pening in various environment under everyday use scenarios. Thus,
to evaluate our system’s performance in real-world environments,
we choose various locations including home, office, grocery store,
vehicle, and parks to conduct experiments and ask the participants
to wear our system in their natural habits. Existing earbuds that
equipped with inward-facing microphones on the market such as
Apple Airpods Pro [2] are less desirable due to accessibility of the
raw data . In this work, we built our prototype system utilizing only
off-the-shelf hardware to demonstrate its practicability and com-
patibility. The microphone is attached to the earbud where located
in front of the speaker, and kept in the center of the cross-section
area. Such design can mitigate the impact of wearing the earbuds in
different angles. The total cost of this prototype is very low which
is more affordable to a wider range of customers.

Data Collection and Metrics. We recruit 24 participants for
the experiments including 12 females and 12 males with an age
range from 20 to 40. The participants are informed about the goal of
our experiments and asked to talk in their natural way of speaking.

Each participant is asked to speak 10 sentences with length varies
from 2 to 20 words under different environment. The sentences
include some commonly used voice commands like "Hey Google",
"Alexa, play some music" as well as other short daily conversation
pieces.

Overall Performance. We evaluate our system’s overall per-
formance against the mimic attack. To launch a mimic attack, the
adversary will wear the earables and issue the same voice com-
mand by mimicking the victim’s way of speaking. For such an
attack, the adversary tries to spoof the system by performing simi-
lar articulator gestures with respect to the victim. We can observe
that EarDynamic can achieve overall accuracy of 93.04%, recall of
97.38%, the precision of 95.02%, and an F1 score of 96.84% across
different environments and participants. Furthermore, the median
accuracy, recall, precision, and F1 score are 93.97%, 98.78%, 95.40%,
and 96.85%, respectively.

4 CONCLUSIONS
In this work, we propose EarDynamic, a continuous and passive
user authentication system that leverages the ear canal deformation
sensed by the ear wearable. Our study shows that the ear canal
deformation due to articulation activities is unique for each indi-
vidual and contains both the static geometry and dynamic motion
of the ear canal when the user is speaking. We sense the ear canal
deformation with an acoustic based approach that utilizes the mi-
crophone and speaker on the earables. We also build a prototype
of EarDynamic with off-the-shelf accessories by embedding an in-
ward facing microphone inside an earbud. Experiment results show
that EarDynamic is highly accurate in authenticating users under
different noisy environments with various daily activities.
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